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Abstract: In the usual parabolic, spin-boson approximation, understanding the dynamics of electron transfer
reduces to following the coupled electron/vibration system throughout its exploration of the coupled potential
energy surfaces. We discuss such an analysis for a very simple model for photoexcited electron transfer,
consisting of two electronic states, one coupled vibration, and bath terms that describe solvent relaxation and
dephasing. The current results are numerically exact. They correspond to the evolution of the system reduced
density matrix, with relaxation and dephasing contributions from the environment. We observe control elements
due to electronic and vibrational dephasing and relaxation, nonadiabatic coupling, and temperature. Many of
these parameters exhibit a turnover phenomenon (nonmonotonic behavior of the rate change as the appropriate
interaction strength varies). The onset of irreversible (rate-type) behavior, short time quantum beats, multiple
time scales, and other characteristic phenomena appear clearly in this very simplified and reduced structural
model. The differences between this full dynamical analysis and the very useful transition-state or equilibrium
vibronic model arises from the nonequilibrium nature of the initial photoexcited state, whose decay is effected
by dephasing and relaxation dynamics as well as energetics.
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include molecular isomerization or vibrational relaxation in M- R.J. Phys. Chem1995 99, 8918.

- . . (14) Miyasaka, H.; Tabata, A.; Kamada, K.; Mataga,JNAm. Chem.
solvents, collision phenomena in a bathing gas, and charge org,c 1993115 7335.
energy transfer processes between electronic sublevels in alarge (15) Fleming, G. R.; VanGrondelle, Rhys. Todayl994 47, 48.

molecule or solvent environment. The dynamical evolution of g% "\:Af_aﬂz&l?g S. FI '\Klﬂaflfzin, ;--Alflmg- ?e-H F’h)rfls-t Cheml%95M46H 45f3- )
. . . L Ichel-beyerle, M. E.; small, G. J.; Hochstrasser, R. M.; Holacker,
such systems, especially in photoexcited initial states, can nows |'cpem. Phys1095 197, 223 (Special issue). Michel-Beyerle, M. E.

be studied with use of ultrafast methods that provide information The Reaction Center of Photosynthetic BacteBaringer: Berlin, 1995.
about the onset of irreversible rate-type behavior, and about the (18) Thompson, P. A.; Simon, J. D. Am. Chem. S0d993 115 5657.

; ; (19) Poellinger, F.; Heitele, H.; Michel-Beyerle, M. E.; Anders, C.;
short time relaxation processes and the nature of systemFutscher, M.: Stabb. H. AChem. Phys. Let1992 198 645.

excitations as a function of time (refs-B1 are representative (20) Doorn, S. K.. Dyer, R. B.: Stoutland, P. O.; Woodruff, W. H.
Am. Chem. Sod 993 115, 6398. Wang, C.; Walker, G. J. Am. Chem.
T Hebrew University. Soc.In press.
* Northwestern University. (21) Rossky, P. J.; Simon, J. Dlature1994 370, 263.
(1) Bixon, M.; Jortner, JAdv. Chem. PhyslIn press. (22) Tominaga, K.; Walker, G. C.; Kang, T. J.; Barbara, PJ.FPhys.
(2) van Grondelle, R.; Dekker, J. P.; Gillbro, T.; Sundstrd/. Biochim. Chem.1991 95, 10485.
Biophys. Actal994 1187, 1. Pullerits, T.; Sundstro, V. Acc. Chem. Res. (23) Vos, M. H.; Rappaport, F.; Lambry, J.-C.; Treton, J.; Martin, J.-L.
29, 381, 1996. Nature 1993 363 320.
(3) Rosker, M. J.; Wise, F. W.; Tang, C. Phys. Re. Lett. 1986 57, (24) Bradforth, S. E.; Jimenez, R.; Mourik, F. v.; Grondelle, R. v.;
321. Fleming, G. RJ. Phys. Chem1995 99, 16179. Joo, T.; Jia, Y.; Yoo, J.-
(4) Zewall, A. H. FemtochemistryWorld: Singapore, 1994. Y.; Jonas, D. M.; Fleming, G. Rl. Phys. Chem1996 100, 2399.
(5) Barbara, P. F.; Fujimoto, J. G.; Mikrov, W. H.; Zinth, W., Eds. (25) Amnett, D. C.; Vdnringer, P.; Scherer, N. B. Am. Chem. So2995
Ultrafast Phenomena XSpringer: New York, 1996. 117, 12262. Wang, Q.; Schoenlein, R. W.; Peteanu, L. A.; Mathews, R.
(6) Banin, U.; Ruhman, Sl. Chem. Physl1992 98, 4391. A.; Shank, C. V.Sciencel994 266, 422.
(7) Dhar, L.; Rogers, J. A.; Nelson, K. AChem. Re. 1994 94, 157. (26) Fleming, G. R.; Cho, MAnnu. Re. Phys. Chem1996 47, 109.
(8) Barbara, P. F.; Meyer, T. J.; Ratner, M. A. Phys. Chem1996 (27) Wynne, K.; LeCours, S. M.; Galli, C.; Therien, M. J.; Hochstrasser,
100, 13148-13168. R. M. J. Am. Chem. S0d.995 117, 3729.
(9) Barbara, P. F.; Walker, G. C.; Smith, T. $ciencel992 256, 975. (28) Vos, M. H.; Jones, M. R.; Breton, J.; Lambry, J. C.; Martin, J.-L.
Johnson, A. E.; Levinger, N. E.; Jarzeba, W.; Schlief, R. E.; Kliner, D. A. Biochemistry1996 35, 2687.
V.; Barbara, P. FChem. Phys1993 176, 555. (29) Wynne, K.; Hochstrasser, R. Mdv. Chem. Physln press.
(10) Reid, P. J.; Silva, C.; Barbara, P. F.; Karki, L.; Hupp, JJ.TRhys. (30) Scherer, N. F.; Matro, A.; Ziegler, L. D.; Du, M.; Carlson, R. J.;
Chem.1995 99, 2609. Cina, J. A.; Fleming, G. RJ. Chem. Physl992 96, 4180. Scherer, N. F.;
(11) Spears, K. G.; Wen, X.; Arrivo, S. Ml. Phys. Chem1994 98, Jonas, D. M.; Fleming, G. Rl. Chem. Phys1993 99, 153.
9693. (31) Li, Z.; Zadoyan, R.; Apkarian, V. A.; Martens, C. €.Phys. Chem.
(12) Yoshihara, K.; Tominaga, K.; Nagasawa,Bull. Chem. Soc. Jpn. 1995 99, 7453.
1995 68, 696. (32) Bixon, M.; Jortner, JJ. Chem. Phys1997, 107, 1470.

10.1021/ja981998p CCC: $18.00 © 1999 American Chemical Society
Published on Web 03/27/1999



Photoexcited Electron Transfer J. Am. Chem. Soc., Vol. 121, No. 14, 1388y

the reduced density matr#&.4> This is because one is concerned using a polaron type picture in which the rate constant is
not with the study of pure states (that will involve the full determined from the golden ru¥é>® These treatments have
dynamics of the molecular system plus bath, and is both proven extremely powerful in understanding ET reactions over
computationally intractable and conceptually inappropriate), but many time scales, in many environments, and for many chemical
rather with the discrete, observable substates that correspondituations.
to the molecule itself. Analysis of the subsystem in the presence If one is interested in short time behavior of such photoexcited
of the dynamical bath variables is an important, very widely ET systems, the situation becomes more complex. Many current
studied issue in current chemical dynamics rese#&ch. ultrafast experiments3! are indeed devoted to the onset of rate
Intramolecular electron transfer (ET) remains one of the most behavior, to the short time relaxation and dephasing dynamics
active subfields of chemical dynamib&>%56 It is an exemplary of the initial state, to the time-dependent spectroscopic observa-
situation for the study of subsystem evolution, since photoex- tion of the system, and to understanding how such important
cited initial electronic states decay to final, product states while system parameters as temperature, frequency, electronic energy,
sharing energy both between electronic and vibrational sub- coupling strength, and environmental interaction determine the
systems and between the molecule and its environment. Theevolution of the initial photoexcited state.
long time observable in such systems is generally a rate constant Because the dynamics of the system is inherently quantum
for ET, and standard theories of that rate con8tafftare almost mechanical, and because the dimensionality can be high,
always based on a model involving harmonic vibrations linearly theoretical studies of the short time relaxation are generally
coupled to two electronic stateshat is, the spin-boson ap-  performed with use of approximate methods for multimode
proximation®*6%.61Rate constants can be defined from such a systems. The approach that we take here is different: we

model Hamiltonian either using activated complex theory or investigate a very simplified reduced model, whose sub-system
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dynamics can be treated exactly by using full quantum dynam-
ics, and whose interaction with the environment can be treated
by using semi-group methdt¥s”! that reasonably describe
dephasing and relaxation effects. The study of such a simplified
model clarifies some important concepts in short time intramo-
lecular charge flow, including parametric dependence, onset of
kinetic behavior, time scales, quantum beat phenomena, and
energy flow. The photoexcited ET experiment directly probes
both dynamical relaxation behavior and long-time ET kinetics.
This paper is devoted to exact analysis of a simple model system
that shows both the onset of relaxation and the rate process,
and important energetic and dephasing effects on the kinetics.
We observe a number of important and striking behaviors,
including situations in which relaxation never actually occurs,
and several instances of turn-over behavithrat is, situations
in which, upon increasing a particular parameter (coupling
constant or relaxation time) nonmonotonic behavior of the
transfer rate occurs. The behavior in which a finite time is
required before the onset of an exponential or multiexponential
decay is expected, on the basis of a very short-time analysis of
the time-dependent Schrodinger equation, to occur genérally.
The present study is intended to examine what factors determine
this finite time, how the system evolves during it, and how the
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Diabatic degree of freedomA is the exoergicity A < 0), andSis the
v. Vv dimensionless reorganization energy, or HuaRbys factor’374
R The terms in the molecular Hamiltonian of eq 1 are
respectively the electronic energy in the right potential well
(corresponding to the photoexcited state), the electronic energy
v th in the left well (the unexcited state before photoexcitation), and
\Lzy the diabatic mixing between the two states. This mixing is
assumed (Condon approximation) to be a constant independent

of nuclear position.

We describe the evolution of a molecule, characterized by
the Hamiltonian of eq 1 and interacting with the solvent that
causes phase relaxation and energy flow in the molecular
subsystem. Formally, one can then write the total Hamiltonian
in the usual way as

Adiabatic

H=Hg+ Hg + Hgg 3)

Figure 1. The potential energy curves used in the current analysis for
electron transfer. The upper figures show diabatic curves that correspondvhere the subscripts S and B refer to the system and bath,
to the eigenstates of the nuclear potential energy. The lower figure respectively. Making a Markov density approximation (equiva-
shows the adiabatic curves that include the electronic tunneling. lently, assuming that the states of the system do not significantly
Parameters are from Appendix 1. perturb the states of the bath), we can write the reduced system
density matrix a%'36

subsequent rate process is controlled by dynamical, thermal,
and dissipative interactions. o(xq) = Tre{ p(x,a,R)} 4

The formal structure of the model and the treatment of system/
bath interactions are described in Section II. Actual results are
discussed in Section Ill, and some remarks are made in the
concluding section.

Hereo andp are respectively the system reduced density matrix
and the total density matrix. The coordinatesy, andR are
respectively the electronic coordinate, the intramolecular vibra-
II. The Model and Its Analysis tion, and the coordinates of the bath.
Because of the interaction between the system and the bath,

Since the aim of the current paper is to discuss exact resultsihe evolution of the system density matrix is affected by the
for the curve crossing/electron transfer reaction, it is necessaryenergetics and dynamics of the bath degrees of freedom.
to work in a model sufficiently simple that exact results can characterizing this interaction exactly is extremely challenging;
indeed be obtained. We will, therefore, represent the dynamical characterizing it numerically requires demanding simulatfon.
system in terms of the usual crossed parabolas of Figure 1. Theggy the purposes of our very simple model, we will assume
overall Hamiltonian then consists of the electronic energy in hat the effect of the system on the bath can be described by
either of the diabatic states, the vibrational energy associatedusing the semigroup formalisfA=71 This arises from a Mark-
with that diabatic state, and a crossing term that describes thegyian assumption (that the bath memory time is extremely short
passage for one parabolic well to the other. We work in a compared to any other appropriate time within the system).
diabatic representation, so that the system molecular Hamiltonianynder these conditions, and assuming a generalized interaction
can be written proportional to a sum of system operators times bath operators,

the semigroup formalism permits a description of the time
Hs = IRIR|Vg(q) + [LOLV (9) + (IRIL| + [LOR)I (1) evolution of the system density matrix as

The Hamiltonian as written involves only one vibrational 0=.1[HS,0] i (5)
, ih d
H, = |RIR| {i+1|v|w2(q— Q)Z}

s 2M 2 0 Here the first term on the right is the causal, Hamiltonian

5 evolution of the system density matrix due to the system

+ |L|]]]]_{i + 1 Mo’ + A} Hamiltonian. The second term on the right, the dissipative term,
2M 2 describes the dephasing and relaxation effects that the system

+ (JROL| + [LOR)J (1b) encounters due to its interaction with the bath. The semigroup

formalism for describing this interaction is described in detail
coordinate, whose equilibrium positions in reactant and product €/sewheré?~"* for current purposes, the presence of the bath
differ by the constan®o. The vibrational frequency is assumed Manifests itself in three extra terms. These extra terms are

the same for both electronic states, and is giverwby: (f/ vibrational dephasing and relaxation and electronic dephasing,
M)™2 therefore, the innershell reorganization energy, or polaron &l within the system. _
stabilization energy, is given by The process of dephasing corresponds physically to fluctua-

tions in the values of the system energietectronic dephasing
1 is then fluctuation in the electronic energy levels and vibrational
1==f0%= % 2 . } - : . . .
5 Q," =Sw @ dephasing describes changes in the vibrational energies. Obvious
sources of dephasing are changes in the molecular solvent

In these equationd, represents the reorganization energy term, ™ (73)Huang, K.; Rhys, AProc. R. Soc. London A95Q 204 406.
fis the force constanM is the reduced mass of the vibrational (74) Jortner, JJ. Chem. Phys1976 64, 4860.
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environment or structure; all of these arise from the bath, and -1
change the time evolution of the molecular states. Dg =7 na T ¥4
Formally, it is convenient to introduce a spin description of -1
the crossed parabola model of eq 1. Then the model can be D)y =7(ynd+ Yor)P (9b)

described as a spin-boson picture, and the system population
levels can be replaced by those of a fictitious spin. Then the dl?  Ma? 2 Mao?
populations and transitions within the system are related to the — (Zp_M + 5 qz)d = —ym(zp—M + qu) + kfio (9¢)

spin variables by dt

2S = |ROL| + [LOR| The requirement for thermal equilibration of the vibration gives

Kup/Kdown = exp{ —hw/kgT}, and we definékgown — Kup = ynr
2§, = i{ |ROIL| — |LOR}} Here the parametel;@d,_ynd, andyn_r are respectively the_ rate

parameters for electronic dephasing, nuclear dephasing, and

2S,= |L0L| — |RIR nuclear relaxation. They are positive constants, whose magnitude
will depend on the actual coupling between the system and the

: bath.
S, =S %15 (6)

The overall equations of the system, then, can be written
Here the operatorS;, S-, andS, are the usual spin operators Pased onegs 5, 8, and 9. Itis these equations that can be solved

that obey the commutation relations exactly by using the quantum propagation scheme.
The actual density matrix propagation is described in detalil
[S.§] =S, elsewheré® The main point is that the numerical procedure has
exponential convergence. As a result the accuracy can be
[S..S]=-S, arbitrarily high, providing numerically exact results.
The analysis of the data can be presented in many ways, since
[S.S]=5s the full density matrix in the electronic space and the space of
the single vibrational coordinate is obtained. Similarly, the initial
[S,.S]=2S ) states must be specified both in the electronic two-level space

and in the vibrational coordinate. We will assume that the initial

The Hamiltonian of eq 1 can then be rewritten as (choosing as Situation corresponds to a photoexcitation, by one ultrafast pump

energy origin E. + Eg)/2 = 0, and letting represent the unity ~ Pulse, from the ground state (left parabola) to the excited state
operator). (right parabola). We will limit our discussion to a situation in
which the initial vibrational function is the ground state

p? harmonic oscillator eigenstate (a simple Gaussian) promoted

Ho=(EL — ER)S, + 23S+ o to the excited state. Generalization to more complex forms is

possible, but our emphasis is on the dynamical evolution of the

+j(1| + Sz)(q +%)2 initially prepared state, rather than the details of that state.

2\2 2 Similarly, we will ignore subsequent interactions between the

g(%l - SZ)(q - Q0/2)2 (8) are responsible both for important experimental effects (such
as impulsive stimulated Raman scatteffy@nd for interesting

The bath in which the molecule evolves will generally be a aspects of.molecular control (pulse fie]d shaping of eigenstates,
liquid solvent or a solid matrix. We will assume (phenomeno- 1aser cooling), the emphasis here is really on the study of
logically) that the bath causes both relaxation and dephasing in€l€ctron-transfer (ET) processes.

the system, so that the reduced density matriwhich specifies

the behavior of the electronic state and one vibrational mode, !ll. Results: Dynamical Evolution, Relaxation,

acquires new time-dependent relaxation and dephasing com-Recurrences, and Rate Behavior

ponents. Their formal derivation is given elsewh&#e?! If we
assume that the bath couples to the nuclear displacemgent (
and to the electronic polarizatio8), the semigroup formalism

electromagnetic field and the system. While such interactions
_l’_

Traditional ET reactions are characterized by a rate constant
that is, they are concerned with the regime in which decay
dynamics is exponential in tinf8-3° Contemporary ultrafast

yields: and pump/probe spectroscopies are concerned with the initial
S()ed: — VoS short-time_ behavior (subpi_cosecond_regime), in vv_h_ich processes
of relaxation and dephasing establish the conditions for first-
'Sy)ed = Ve order decay kinetics. Our analysis permits some understanding,
. based on the exact calculation of the model system, both of the
$ea=0 (92) initial short-time dynamics, and of the dependence of the
(75) Berman, M.; Kosloff, R.; Tal-Ezer, HI. Phys.1992 A25, 1283. eventual decay behavior both on the parameters of the system

(76) Johnson, A. E.; Myers, A. B. Chem. Physl996 104, 2497. Jonas, itself and on the system/bath coupling.

D. M,; Bradforth, S. E.; Passino, S. A.; Fleming, G. R.Phys. Chem. ; ; : ; ;
1095 99, 2594. Ashkenazi. G.: Banin, U.. Bartana, A.: Kosloff. R.; Ruhman, The first term in eq 5 for time evolution of the photoexcited

S. Adv. Chem. Phys1997 100, 229. system is fixed by the Hamiltonian paramet®tgreduced mass
(77) Kosloff, R.; Rice, S. A.; Gaspard, P.; Tersigni, S.; TannoCBem. of the oscillator)w (oscillator frequency)A (exoergicity),Qo

Ergsﬁt’fg u}t?r%it%gc}'fgyw&?ch;ﬁgh C.; Alm, J.; Buchsbaum, P.Phys. (geometry change), anti(electron tunneling matrix element).
(78) Bartana, A.; Kosloff, R.: Tannor, . Chem. Phys1997, 106, 1435. The dissipative part (second term in eq 5) is described by the

Chu, S.Sciencel991, 253 861. temperaturdl and the parameters,, ynge, andyeq The model
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that we examine has been chosen to correspond very roughly
to the energetics of the binuclear species GROCNRuU(NH)s .
The parameter values are given in Appendix 1.

A. Short Time Behavior: The Onset of First-Order
Kinetics. First-order kinetics require the existence of a dense
set of levels, so that recurrences do not obtain. In the model
analyzed here, these dense packed states do not occur specif-
ically, but their role is taken by the dissipative terms in eq 5. In
an actual physical system, all of the dissipation terms in eq 9
occur, but for analysis it is simplest to examine them individu- e !
ally. o4

1. No dephasing or relaxation (the JaynesCummings o4
model):® When all the dissipative terms of eq 5 are absent, 04 w0 1
the model becomes a two-level system coupled to a harmonic 0 e e @
oscillator. This model was introduced by Jaynes and Cummings ‘ time (psec)
ic? thetstud)éI ofdopl)tical behf\\(/jor. Because btlhebst'?tes are now 5.0 10.0 15.0

iscrete and widely separated, no irreversible behavior occurs. .
Figure 2a shows the behavior of this Jayn€aimmings model time (psec)
over the first 15 ps. The time scale of the sharp oscillations is
roughly 3.5 ps, and corresponds to the vibrational frequency,
w. Notice that the JaynesCummings curve exhibits no decay;
in fact, over longer times it shows irregular aperiodic behavior.

2. Electronic dephasing: When electronic dephasing is
added, the system does obtain an effective state density, and
therefore shows irreversible decay to a final stfEhis is seen
in Figure 2a. The initial vibrational wave packet created on the
excited surface of Figure 1 feels no nuclear dephasing or
relaxation, and therefore the shape remains Gaussian. The
system passes through the mixing region between the diabatic
curves several times, and eventually transitions between the two
electronic states occur. Because no vibrational relaxation is
allowed, however, the system cannot exchange energy with its
environment. Since the state density for the original photoex-
citation energy in this very simple model is the same in either 0.0 w .
electronic state, the system does not relax to the bottom of the 0 5 10
left well, that we will call V.. Instead the asymptotics of the time (psec)
decay curves in Figure 2a proceed to an equal mixture of density
on the left and right weltsthat is, to a situation in which the
charge transfer is only 50% complete. This result is unphysical
for any real charge-transfer system.

3. Nuclear dephasingMWhen nuclear dephasing is permitted,
the wave packet loses its initial Gaussian form, and eventually
becomes spread over the entire vibrational coordinatérof
On the basis of FranekCondon arguments, this suggests that
the vibrational dephasing smooths the probability for the
vibrational packet to be in the crossing region, and therefore
gives smooth population transfer. Figure 2b shows the short
time behavior as vibrational dephasing is increased. Note that
the oscillations in the Jayne€ummings model indeed disap-
pear very quickly, and that a smooth approach to equilibrium
is found. Once again, because no vibrational relaxation is
permitted, state densities in our one-mode model are the same 0.0 w
in the two electronic states; asymptotic behavior and rate type 0 2.5 5
kinetics occur, but the final state is not that of ordinary electron- time (psec)

transfer reactions. . - . . .
| | . | | . its th Figure 2. The decay of the initially excited population, with only one
4. Nuclear relaxation: Nuclear relaxation permits the system jgjpative term (electronic or nuclear dephasing or nuclear relaxation).

to transfer energy, and there_fore to approach equilibrium. Figure For no dephasing, the multiple oscillations are those of the Jaynes
2c shows the effect of adding nuclear relaxation. Notice that cummings model (Figure 2a, insert); with larger electronic dephasings

the behavior is slightly complicated: for small nuclear relax- (Figure 2a) or nuclear dephasings (Figure 2b), rate-like behavior is
ations, some of the Jayne€ummings model behavior is  observed (although for the results in (a) or (b), showing results of
retained. The short time oscillations corresponding to the increases inyeq and yns respectively, the asymptotic value of the
frequency of the tunneling matrix element remain, but asymp- excited-state population is 0.5). For increaseyjn(part c), the very

totic behavior is clearly seen. (In fact, there are also even shorterShort-time decay is slower, but a true rate process is seen. Parameter
values are] = 0.2hw, v = 5.E-4, A = —0.004,ksT = 0.001,yn, =

(79) Jaynes, E. T.; Cummings, F. \Rroc. IEEE1963 51, 89. yna = 0. All energies are in hartrees (1H 27.21 eV).
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a . . . effects of change in the nuclear dephasing rate are smaller than
Nuclear relaxation and electronic dephasing . . L
those shown in Figure 2b. This is because the total nuclear

10 dephasing has contributions both from pure dephasing and from
relaxation; this is familiar from magnetic resonance spectros-
0.8 copy, and is generally expressed in terms of the longitudinal
and transverse relaxation timés, T, by36.83
0.6
1_1,1
T, 2T, T,

whereTy* is the pure dephasing time (equal ta/2,q in our
notation). The short time oscillations decrease with increasing
vibrational dephasing, essentially for the Fran€@ondon type
reasons discussed above (the Gaussian packet on the vibrational
state flattens out, so that the sharp oscillations arising from
coherences are gone). Note that the rate is not simple expo-
time (psec) nential, but exhibits short time oscillations and Ipng time slowil_”ng
down. The reasons for the slow down at long time are depletion
of the initial state and the fact that vibrational relaxation in the
initial state eventually puts the packet at the bottorwgfwhere
its transition toV, is slowed.

B. Kinetics: Turnover Behavior. When nuclear relaxation
0.04 - i is present, the decay of the initial state population (witi
eventually becomes irreversible and rate-like (Figures 2 and 3a).
0.03 - - In this regime, the ET rate constakir is well-defined. We
study the variation of that rate constant with the system and
bath parameters.

Kramers first pointed oW} in the context of the problem of
L classical escape over a potential energy barrier, that the effects
0.01 - r of friction on chemical dynamics should be nonmonotonic: for
low friction, the barrier escape rate should scale like friction,
0.00 . . whereas for high friction scaling should be like inverse friction.
~0.000 0.002 0.004 0.006 Substantially more elaborate understandings of this behavior
Y have since been produc&#f® but the essential physical
) ) ) ) ) ) ~argument is straightforward: for low frictions, energy cannot
Figure 3. Behavior at short times as a function of increasing electronic e transferred from the environment into the particle undergoing
dephasing, in the presence of nuclear relaxation. Part a showsgq.ane \whereas for very high frictions, the particle is simply
nonmonotonic (turnover) behavior; for small, the situation involves - .
slowed too much to pass over the top of the barrier. This

coherent transfer, whereas it becomes hopping for a IpsgeThe behavior i kabl istent in all | f
turnover in rate constant is shown in part b. Parameters are the samdtNoVver behavior is remarkably consistent in all analyses o

as in Figure 2, except, = 0.1 andyeq is a variable. the barrier passage problem.

In the current simple model, we observed several different
forms of turnover behavior. Each of these can be understood
physically, although they come in different categories, with the
turnovers due respectively to relaxation phenomena, coherence
phenomena, energetic phenomena, and state mixing.

1. Electronic dephasing turnover:Figure 3b shows the rate

5. Nuclear relaxation with electronic dephasing:Figure o - : A -
3a shows the behavior in the presence of nuclear relaxation forvarlatlon with electronic dephasing; parameters for this calcula-
tion are given in the caption. This turnover behavior as a

increasing degrees of electronic dephasing. The behavior is now, - . A .
that expected for ET systems: the excited state populationfunctlon of electronic dephasing is reminiscent of the_ Kramers
decays exponentially after a short period characterized by structure. It can be understood from extensive previous work
oscillations at the vibrational frequency. These oscillations, often on spin-boson type problemiSas well as analysis of exciton

called vibrational coherences, have been seen in several uItrafasg'foSIOn in molecular crystal¥’ Effectively, for very small

studies, particularly in reaction centéf$%82 The slopes (rate ienle(;:trohnlciﬂeprlga&rr]\i? tge p:o\c;i%ss oc:urf:;, c?iterﬁ]nt:y; an |irr1‘cr?e}[se
constants) are not monotonic in the electronic dephasing; againOI eFt) a,i gl agnitude F;}OI ets ar ed ech € inc ter?se hsaet
this is indicative of the onset of turnover behavior, to be @€NSIY. FOr1argeé enough electronic dephasing, the coneren

discussed in Section IIIB. _ (83) Laird, B. B.; Budimir, J.; Skinner, J. LL. Chem. Phys1991 94,
6. Nuclear dephasing with nuclear relaxation:When both 4391.

vibrational dephasing and vibrational relaxation are present, the (84) Kramers, H. APhysical94Q 7, 284.
(85) Nitzan, A.Adv. Chem, Physl988 70, 489. Grote, R.; Hynes, J. T.
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time oscillation4? that have the periodZA; these are irrelevant
for our discussion.) As the relaxation amplitude becomes larger,
eventually exceeding the tunneling matrix element, the kinetic
behavior is slowed. This is the first indication of turnover
behavior (discussed more extensively in Section IIB).

(80) Diffey, W. M.; Homoelle, B. J.; Edington, M. D.; Beck, W. B. J. Chem. Physl1982 77, 3736.

Phys. Chemiln press. (86) Fleming, G.; Hanggi, P., Edéctivated Barrier CrossingWorld:
(81) Chachisvilis, M.; Pullerits, T.; Jones, M. R.; Hunter, C. N.; Singapore, 1993.

Sundstrom, VChem. Phys. Lettl994 224, 345. (87) Caldeira, A. O.; Leggett, A. RPhysica A1983 121, 587.

(82) Kumble, R.; Palese, S.; Visschers, R. W.; Dutton, D. L.; Hoch- (88) Silbey, RAnnu. Re. Phys. Chenll976 27, 203. Suarez, A.; Silbey,
strasser, R. MChem. Phys. Lettl996 261, 396. R.; Oppenheim, IJ. Chem. Phys1992 97, 5101.
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Figure 5. Rate as a function of the distance between abscissas for the
b Rate vs nuclear relaxation two minima in the potential energy curves of Figure 1; the reorganiza-

tion energy for the strongly coupled vibratioh, is proportional to

the square of this distance. Typical inverted region behavior is seen.
Parameters are the same as in Figure 4.

0.020 L + L

&

0.015 - L transfer starts from the bottom &z, the barrier will vanish
when the reorganization energy exactly balances the exoergicity.
For further increase iQ,, the rate drops as the system enters
the inverted regime. This statement must be modified in two
ways: first, we deal here with photoexcited transfer, rather than
ground-state transfer, and the initial wave packet does not begin
at the bottom ofVg. Second, the actual evolution is more
. , , accurately represented in terms of the adiabatic curves than the
0.5 1.0 L5 2. diabatic ones, and the barrier in the adiabatic curves is reduced
Y compared to the diabatic barrier, by roughly For the
Figure 4. Weak turnover as a function of nuclear dephasing and parameters chosen here, the diabatic curves will cros3des
relaxation. Parameter values as in Figure 3. 0.4. The curve in Figure 5 shows that the maximum is indeed
near 0.4 but is reduced slightly because of the photoexcitation
transport competes with incoherent diffusion, which becomes and smoothing of the curve due to the mixing matrix element.
dominant at high enough values of the friction. 5. Turnover in electronic mixing: As the matrix elemend

2. Nuclear dephasing turnover:Figure 4a shows the rate increases, the appropriate interpretative picture goes smoothly
of transfer fromVg to V. with increase of vibrational dephasing.  from the diabatic behavior to the adiabatic déln particular,
Once again a maximum is observed, this time for a larger value when J becomes very large, the effective adiabatic potentials
of the dephasing amplitude. Once again, interpretation of the are those shown in Figure 6a. In this case, photoexcitation
rising curve as due to effective increase of state density is produces a packet in the upper, quasiharmonic level. This packet
appropriate, and coherent behavior becomes incoherent for largewill oscillate many many times before it drops to the ground
enough dephasing. For very large dephasing, the resonantadiabatic state. Therefore, as the matrix elemkincreases,
condition required for energy sharing is hard to achieve, due to one will first observe an increase in the rate (this is effectively
poor energy level fluctuation, and the rate drops off. Funda- the Golden Rule regime), with an eventual decrease because of
mentally, nuclear and electronic dephasing both correspond tothe large gap that occurs in Figure 6a. This behavior is shown
energy level fluctuation, and they effect the ET rate similarly. clearly in Figure 6b.

3. Nuclear relaxation turnover: As the rate of nuclear Thus we see that turnover behavior occurs as a function of
relaxation increases, when nuclear dephasing is present, theslectronic dephasing, vibrational relaxation, vibrational dephas-
dominant behavior (Figure 4b) is a reduction in the rate (though ing, exoergicity, and mixing matrix element. It is tempting to
a very weak turnover is again present). This can be understoodsuggest that in systems of this type, with relatively small level
simply by noting times at which the reduction begins. When densities, change of coupling conditions will as a general rule
the time for nuclear relaxation nears half the vibration period, result in turnover behavior, since once the effective mixing
energy will be lost from the excited-state vibrational motion pecomes too strong, the appropriate uncoupled picture has
before the crossing point of the two parabolas is reached. Thischangee-this is clearly what happens for the turnovers in
means that the wave packet never quite reaches the Franck electronic coupling and in electronic dephasing.

Condon maximum for transition, so that the rate of the Long Time Behavior and Electron-Transfer Reaction
transitions drops. One would expect this effect to be less Rate Constants.Starting with the initially photoexcited state,
important at high temperatures. This behavior has been notedi,e system evolves substantially in phase space before it begins
previously®® o _ irreversible decay. Figure 7 shows the behavior with increase

4. Turnover in reorganization energy (Marcus inverted of the electronic tunneling parametdr The very short time
behavior):*> When the displacement of the two parabolas, steps in Figure 7, like the steps seen previously, occur at
denoted ag, in the Hamiltonian of eq 4, changes, the effective  jntervals of the vibrational frequency: the steep falls then happen
innersphere reorganization energpf eq 6 is modified. If the when the packet is near the crossing point between the two

(89) Schellenberg, P.; Loewe, R. J. W.; Shochat, S.; Gast, P.; Aartsma, CUrves (this yields the vibrational coherences widely studied in
T. J.J. Phys. Cheml997, B101, 6786. the reaction centeff-8%-82 Figure 7 shows that for longer time

Rate

0.010 4

0.005

L
=)




Photoexcited Electron Transfer J. Am. Chem. Soc., Vol. 121, No. 14, 13388
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Figure 8. The rate constant as a function of inverse temperature. At
high temperatures, activated behavior is seen. At low temperatures,
nuclear tunneling dominates, and the behavior becomes only weakly
b Rate vs nonadiabatic coupling constant temperature variant. Parameters are the same as in Figure 4.

q

0.040 4 ‘ T becoming less reasonable; this is the start of the turnover

' behavior seen in Figure 6. For very long times, the Golden Rule
again begins to break down. There are really two reasons for
this breakdown: first is the depletion of the initial state, second
is the vibrational relaxation in the reactant (right) well, which
eventually leads to a slower rate constant, corresponding to
tunneling through the barrier or overcoming the barrier, without
the initial vibrational energy that was deposited by the vertical
} © excitation. This suggests (in agreement with experinfetitat
0.000 < o 20 biexponential decay will be seen in photoexcited systems of
J this type, with the faster rate constant corresponding to the
Figure 6. The behavior for large tunneling. Note that for ladyealues dynamics of the 'n't'_a”y excited system and the slower rate
the upper adiabatic curve is far separated from the lower one (part a),constant corresponding to charge transfer from the relaxed,
causing turnover behavior corresponding to the transition from roughly thermalized photoexcited state V.
di_abatic to roughly adiabati(_: surfaces. Earameters are the same as in  The temperature dependence of the rate constant in the first-
Figure 4, except for the variable tunneling parameter order kinetic regime is essentially of Arrhenius type (Figure
8). At very low temperatures, one expects the rate to be
‘, effectively temperature independent, and to arise largely from
N . tunneling contribution8~5%74This is more exaggerated in the
| S e J=8 case of ET starting with no vibrational energy; in the current
R ' case, the initially deposited energy can cause transitions without
NN T extensive nuclear tunneling, simply because the packet uses
N initially deposited vibrational energy to approach the transition
N 1 point; this could not occur with transfer starting from the bottom
of Vg, and therefore the effective flatness of the curve at high
oo temperatures is slightly reduced here compared to the other
Ny, situation.
-5 : -~ > Figures 3a, 4a, and 5 all yield rate constants of the order 5
0 25 5 75 10 i
time (psec) 107s. _
Figure 7. Test of the golden rule. The ordinate shows the logarithm b th;]ereHare .RNO .Stani?f5§r:al¥ﬁesl.Of.:hef rate F;mbllem .de:‘lned
of the excited-state population divided B%: Identical straight lines y e. amiftonian (. ) n. € limit of purely classica
would be perfect Golden Rule behavior; the Golden Rule is really a P€havior, Marcus derived the important result
very good approximation over this time scale. Parameters are the same
as in Figure 4. The rate is in inverse atomic time units. kee=Aexp{—(4 + AR)2/4J.R'I} (11

scales, the Golden Rule is almost but not quite obeyed: if the

Golden Rulé were precise, the lines would all be straight and here Ais the prefactor depending on the nature of the coupling
lie on top of one another. The slight differences arise from the strength, and the Gaussian form arises from the assumptions of
fact that it is not actually the bare mixing matrix element (as activated barrier crossing (characteristic of transition state
suggested by the Golden Rule), but rather an effective matrix theory) and of harmonic vibrations. In the original formulation,
element that is more like a Rabi frequency, that in fact provides the reorganization energy included only the solvent reorga-
the mixing. Still, it is clear from this figure that for a fairly  nization; the simplest extension to include intramolecular
broad choice of mixing matrix elements, the Golden Rule vibrations is to replace thisby the total reorganization energy,
approximation is quite good for time scales exceeding, say, 0.5the sum of the reorganization energies for intramolecular
ps. The result fod = 0.4w in Figure 7 does begin to stray vibrations and solvent reorganization. When nuclear tunneling
from the Golden Rule prediction, since the diabatic picture is processes are permitted, standard analysis due to a number of
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workers?-94 particularly Jortnef# results in a polaron-like 0.0 \
treatment that yields the rate constant in the form (with only om0 Gea0
one active vibration and, the reorganization energy from the ) Gne=0.1
solvent and other classical modes): g ot |
g —[A, + vho + A]? D
=AY e°2 ex 2 12 2
et Z vl ;{ 41 RT ] (12) g
g 2.0
w
For nonadiabatic transfer, the prefactor is given by §n
A= 27 h[40kT] (13) o | | |
0.0 20.0 40.0 60.0 80.0
Here the sum runs over the states of the intramolecular vibration. time (psec)

The a_ssumpt_lons resultlng '_n eq 12 ar? not par_tlcularly restric- Figure 9. The biexponential dependence of the rate on time, with
tive: in add't'oln to the validity of th_e simple spin-boson form strong nuclear relaxation terms. The short time rate is dominated by
of eq 1, they include the assumption that the solvent modes ransfer with the initially deposited energy in the strongly coupled mode.
can be treated as low-frequency vibrations whose frequenciesNuclear relaxation causes decay to the bottoiviggfrom which nuclear

are small compared to thermal energies, the existence oftunneling is necessary to produce rate-type behavior.

sufficiently strong relaxation and dephasing effects that the . . o .
electron-transfer process occurs at equilibrium (there is no The onset of irreversible kinetics is fixed by the magnitude of
bottlenecking due to solvent relaxation), the assumption that dephasing or relaxation. Vibrational relaxation permits the
the initial state has no vibrational quanta excited, and the overall System to decay away from the original vibrational energy
validity of a rate constant (that is, relaxation and dephasing are content, and, thereby, to be trapped on the left potential curve,
strong enough that the vibrations can be discussed in terms ofwithout the possibility of effective re-crossing. This gives
thermal equilibrium). All of these assumptions can become relaxation and rate constant behavior. The vibrational dephasing
doubtful at very short times; indeed, such short time behavior facilitates transfer by increasing density at the curve crossing
is a major focus of our analysis here. For the choice of model Point, and also prohibits recrossings for time substantially longer
parameters made here, the effecfiyerises from the vibrational  than the inverse of the dephasing amplitude. Finally, electronic
relaxation and dephasing. Thecan then be roughly estimated ~ dephasing removes the coherences, so that the transition is
by equating half-widths of the line shapes given by the form of characterized by a hopping process that is effectively irreversible
eq 12 with that coming from the simple broadening. This yields N this system for which the product curve has lower electronic

the form energy than the reactant.
After irreversible kinetics has begun, one can characterize
In2= 2T, — A — 10)2/410kBT (14) the rate constant in terms of the parameters of the system. We
observe Golden Rule like behavior even for very large values
IV. Comments of the mixing matrix element] (Figure 7b). This is unexpected

) ) o on the basis of polaron analysis with degenerate donor and
The model analyzed in this manuscript is to some extent an gccentor states, but is reasonable when the exoergicity becomes

artificial one, because the Hamiltonian behavior is that of the |5ge compared to the vibrational frequency, and is essentially
Jaynes-Cummings model; this has no relaxation properties, and required in the inverted region.

its effective state densities are constant both well below and £, sufficiently large vibrational relaxation and smalithe
well above the crossing regime. This latter situation will not inetic behavior is effectively of double-exponential type. At
hold in any realistic model of electron transfer, for which the ghqrt times. such that,t < 77, the curve crossing is dominated
vibrational state density will increase very rapidly with energy. by the energy content imparted by the initial photoexcitation.

_These state density effects are to some extent captured byeqr the choice of reorganization energy that we have made
dissipative terms that we have introduced. The model permits (motivated by experimental work on mixed valent sys-

understanding of the effects of different dephasing, relaxation, tems)810.2025hjs is adequate to permit the wave packet to reach
mixing, and thermal properties, in an exact calculation (albeit e crossing region without nuclear tunneling, and therefore the
of a very simplified model). , , rate is relatively fast, of order & 10LYs. For later timesynt

The quel for the potential energy surfaces_ls _the spin-boson . 7, the density remaining oir has largely relaxed to the
one that is almost always used for the description of electron pttom of this well, and the remaining rate constant is far smaller
transfgr (and of many other. related phenomena). It actgally has ~109s), as predicted by polaron-type rate theories (Figure 9).
some inadequacies as a picture of system/bath coupling since There'is striking turnover behavior: the rate constant exhibits
(to some extent) it artifically overcorrelates the interaction.  yrnover behavior as a function of electronic dephasing, nuclear

There are several striking observations of the current study. dephasing, nuclear relaxation, mixing matrix element, and
In the short time dynamic regime that follows photoexcitation, reorganization energy. These inversions occur for different
the wave packet evolves on the upper state, and approaches thgyasons: the behaviors with increasing dephasing magnitude
Franck-Condon transition region, where it effectively mixes e indicative of a change in mechanism, while the turnaround
with the lower state. The dynamical behawor_ is _characterlzed in reorganization energy arises from minimization, and then
by coherences and resonances reversible kinetics occurs.  yegrowth, of an effective barrier on the potential energy surface

(90) Wegewijs, B.; Scherer, T.; Rettschnick, R. P. H.; Verhoeven, J. w. (Marcus inverted behavioP§, and the turnaround in mixing

Chem. Phys. Letl993 176, 349. matrix element arises because of the nature of the crossing
Egg E‘gg][;eelr &Sj '3.1532\):/3”1%73. 7Fl g‘gfé“' Phys1977 26, 9. transition. Nevertheless, the fact that five different turnover
(93) Scher, H.; Holstein, TPhilos. Mag. B1981, 44, 346. behaviors occur in this very simple model suggests that turnover

(94) Schmidt, P. PElectrochem. Spec. Period. Ref278 6, 128. behavior of this kind may be found not only in the Marcus
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inverted regime and in Kramers-like barrier crossings, but also demonstrate that the Golden Rule resutt J? will fail badly
in true quantal charge dynamics. (in the kinetic regime) for sufficiently largd. It will be of

Three experimental behaviors are suggested by these calculainterest to test, both experimentally and in more general model
tions, involving the short-time dynamics, turnover behavior, and calculations with several active modes and with mode anhar-
biexponential decay. monicity, how general these turnover behaviors will be.

Experimentally, dephasing behaviors have been studied
extensively in a number of molecular systems, particularly the
multiple coupled pigments of the photosynthetic reaction
center!® Several experimental analyses have indeed pointed to
some of the effects observed in these calculations, including
the pump-probe spectroscopic observation of vibrational co-
herences, dephasing and relaxation times, and correlation o
dephasing behavior with the onset of rate phenomena. Appendix 1. Parameter Values

Biexponential decay has also been observed in several
situations, and the explanation gi¥@nwvas essentially the
competition between curve crossing and initial state relaxation
that we observe here.

The other striking observation from the current discussion is
the general appearance of turnover behavior: turnovers in
mixing matrix element have not really been characterized, but The default values for the relaxation parameters)age=
at some levels they simply correspond to redefinition of the _ - Vo
unperturbed state, from the nonadiabatic to the adiabatic limits. ~ *™ — 0.F.

They are important for several reasons: in particular, they JA981998P
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The behavior of the photoexcited state is described by the
hamiltonian parameters, A, Qo, M, andJ, plus the relaxation
parametergn, yng andyeq and the temperature.

For the hamiltonian, we chose parameters suggested by the
mixed-valence systetfi(NHz)sRUNCRU(CNy~: Qo= 0.106 A,

—A =0.109 eV,w = 110 cn1?, M = 20 dalton,J = 0.2 Aiw.



